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1 Motivation

1.1 Event-based cameras

Description:
•Only transmits bright-
ness changes.

•Output is a stream of
asynchronous events.

•Low latency, HDR, al-
most no motion blur

•Event cameras are becoming increasingly popular in
robotics and computer vision

•But they remain expensive and quite scarce
•Thus, event simulators makes them more accessible

1.2 Existing event-based camera simulators

•Focus on a realistic camera model
•Are successfully used for learning-based applications
•Limitation: They do not run in real-time

2 Method
Our simulator generates events directly from a camera.

3 Results

3.1 Run times

3.2 Event statistics

3.3 Qualitative results 4 Contributions

•Optical flow-based event simulator running in real-time
•Novel method which leverages the sparsity of events
•Qualitative and quantitative results
•Comparison to SOTA event simulators and a real DVS
•A guideline when to use which simulator method
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